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Artificial Intelligence @ Edinburgh over the Years

* Experimental Programming Unit (EPU), 1963-1966

* Department of Machine Intelligence and Perception (DMIP), 1966-1970
* Department of Machine Intelligence, 1970-1973

* School of Artificial Intelligence, 1973-1974
+ Machine Intelligence Research Unit (MIRU), 1973-1977

* Department of Artificial Intelligence (DAI), 1974-1998
+ Artificial Intelligence Applications Institute (AlAl), 1983-2019

* In 1998, the University joined together three departments: Artificial Intelligence, Cognitive Science and Computer Science,
as well as a number of research institutes including AlAl and the Human Communication Research Centre, to form the
School of Informatics.

* Institute for Representation and Reasoning (IRR), School of Informatics, 1998-2001
* Centre for Intelligent Systems and their Applications (CISA), School of Informatics, 2001-2019
* Artificial Intelligence and its Applications Institute (AlAl), School of Informatics, 2019-

A number of other departments and schools at the University of Edinburgh as well as other research institutes in the
School of Informatics work on a range of topics within the field of Artificial Intelligence.
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Introduction

Simplicity and ease of use
POP-2 saves money

PQOP-2 applications

POP-2 library and filing system
POP-2 special features
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POP-2 implementations
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The Establishment of an

ARTIFICIAL INTELLIGENCE
APPLICATIONS INSTITUTE

at the
University of Edinburgh

University of Edinburgh

AlAl, 1984




e

/ ® NL Front-End

et =
® Large Dictioniry

® Writer's Toolkit

# [ncremental Semantic
y ® Prolog Tutor Interpretation
® Machine Translation

® Sonar Interpretation

® fFeature-Based Navigation

® Modelling Misconceptions ® ‘Prormethets Safe Car

/
/

® Speech Recognition

® ECO'
® Program Specification

¢ Recognising 3-D Objects

® Representing 3-D
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Research Topics, 1980s
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nonmonotonic reasoning
ontologies

perception

personalization

planning
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problem solving
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web search

Typical Al Conference Topics
[JCAI 2003, Mexico
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Informatics Institutes and Relationships

engineering mathematics geosciences

Artif clal Intelligence
and its Applicaticns Institute
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N MM& M Bayes Centre
m [ MHH 'y, MHH \HW\WH\ Making Data Matter

* Innovation Centre for Data
Science and Al

 Putting Data Driven
Technologies to Practical Use

 Research, Education, and
Innovation




Bayes and the Bayes Theorem

Bayes Theorem - describes the of an ,
based on prior knowledge of conditions that might be
related to the event.

Underlies much of the “deep learning” data driven
(“big data”) systems now being studied and applied in
many practical situations.

Rev. Thomas Bayes, minister, philosopher & statistician
1701-1761, University of Edinburgh (logic & theology).



E-Commerce

Navigation

Roboties

Human Resources
/ Healthcare
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The Bayes Centre

Edinburgh Parallel -

Computing Centre

External R&D and

Innovation Groups The Bayes Centre
Up to 600 students,
Commercialisation & scientists, designers
Innovation Teams and external partners
« Working across sectors
Centres for and disciplines to make
Doctoral Training data work for people
Link to The Alan

Turing Institute

Edinburgh Centre
for Robotics

Design Informatics

International Centre for
Mathematical Sciences

The Data Lab

Al & Blockchain
Accelerator



Data-Driven . .
Innovation City Deal - Five Hubs — Ten Sectors
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Data Science # Al

e Remember the very wide range of areas of Al
described earlier. Data driven technologies
and probabilistic reasoning are just one part
of this range of technologies and applications.



Going Forward — Hybrid Al

Unfortunately there is a history in the subject of the “latest” Al
technology predominating and lack of awareness or use of earlier
mixed approaches as well as the “hyping” of the latest whiz-bang.

* But for useful “Explainable Systems”...
 Human-machine cooperation & mixed-initiative systems

e Cognitive “human understandable” level
* Sub-cognitive data driven, extensive search space exploration, constraint
management level which is explained via a “behavioural envelope” at the

cognitive level.

A good example where a mix of technologies is required to make progress is for...



ROBOTS
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Autonomous ¢

Robots # Al

£

Intelligent

Lower level "reactive" behaviours — becoming very

effective due to rapid advances in machine learning
and large scale data technologies.

Higher level cognitive capabilities — such as sense

making, planning and decision making... often in
cooperative situations with humans.
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Curiosity Rover, Mars, 2012




Deep Space One, 1998







©Edinburgh Centre for Robotics
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adiL RO 6.4.4
File Edit View Simulation Build FRobot Tools
Scene tree i

¢ B

i@ WorldInfo

High Viewpoint

/@ Background

@ DirectionalLight

Hi@ DirectionalLight

ri@ SoccerField

g Walls

/@ DEF YELLOW GOAL Goal

r@ DEF BLUE_GOAL Goal

r@ DEF BALL Ball

@ Supervisor

/@ DEF GOAL_KEEPER_0 Nao_HZ1_V40
£@ DEF PLAYER_1_0 Mao_H21_V40

r@ DEF PLAYER_2_0 Nao_H21_v40
/@ DEF PLAYER_3_0 Mao_H21_V40
/@ DEF GOAL_KEEPER_1 Nao_HZ1_V40
H@ DEF PLAYER 1 1 Mao_H21 V40

@ DEF PLAYER 2 1 Nao_H21_ V40
/@ DEF PLAYER_3_1 Mao_H21 V40

Console

SoccerField (Solid)

DEF

=t

| C:\Program Files (x86)\Webotsprojects\contestsrobotstadium\controllersinao_team_1\FieldPlayer.java

X auds R @

FieldPlayer.cpp FieldPlayerjava

e

s File: FieldFPlayer java (to be used in a Webo
7 Date: April 30, 2008
<+ Description: Field player "2". "3" or "4" for "red"

/7  Author: ¥wan Bourguin - www.cyberbotics. com
< Changes: Hovember 4. 2008: Adapted to Webotst
S

t= jawva orf

or "blus"|

<7  Project: Fobotstadium, the online robot =occer competitic%

import com.cyberbotics. webots. controller . *;

wpublic clas=s FieldPlayer ezxtend= FPlayer {

public FieldPlayer{int playerID. int teamID) {

i superi{playerID. teamID):
backwardsHotion = ney Motion("..
forwardsMotion new Motion("..
forward=50Hotion new Motion("..
turnRight40Hotion new Motion("..
turnlef td0Hotion newy Motion("..
turnRight60Hotion new Motion("..
turnlef t60Hotion new Motion("..
turnleftl180Hotion new Motion(".
=ideStepRightHotion new Hotion(". .
B T Eaw_ai:_. R S

L NN RN NN N N N

private Motion backwardsMotion, forwardsMHotion, forwardsS0Hotiorn
private Motion turnRighté0Hotion, turnleftéOMotion, turnleftl80k

private double goalDir = 0.0; v~ interpolated goal direction (wi

csmotionssBackwards . moti
csmotionssForvards . motic
csmotionssForwvardsS0. mot
csmotionssTurnFEight40 . me
csmotionssTurnlef t40 . mot
csmotionssTurnREight /0. me
csmotionssTurnlef t60 . mot
csmotionssTurnlef t180 me
. motions-SideStepRight . .
% R R e s e

3

Ox

camera: pixel(37,13)=#78671B

0:00:08:000

0.967x







Ethical and Societal Issues

* Privacy issues

* Personal data (mis-)use

» Ease of reversing pseudo-anonymization

* Cultural, racial and gender issues in training data sets

* Autonomous vehicle deployments

* Autonomous weapons deployments - who is responsible?
» Job displacement and work practices

» Wealth sharing and fair distribution
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remarkable time of HHIMI\

promise has been ushered

In by the convergence of
the ever-expanding availability
0f big data, the soaring speed
and stretch of cloud computing
platforms, and the
advancement of increasingly
sophisticated maching learming
algorithms

Innovations in Al are
eaving a mark an
government, by improving
the provision of essential
social goods and services
from healthcare,
education, and
transportation to food

ment. These
bou \[ms are likely just the
start.

ect that

p n Al will help
government to confront
some of its most urgent
challenges is exciting, but
legitimate worries abound
As with any new and
rapidly e ng
technology, a steep

The pi

earning curve means that
mistakes and
miscalculations will be
made and that both
unanticipated and harmful
mpacts will occur.

In order to manage these
mpacts responsibly and

t the development
of Al systems toward

optl ma\ public benefit, The

and the Government
Digital Service to produce
guidance on the
responsible design and
mplementation of Al

ive guidance
on the topic of Al ethics
a2ty in the public
o date. It identifies
t ial harms
caused by Al systems and
proposes concrete,

David Leslie

Ethics and sarety in A

operationalisable
measures to counteract
them. The g stresses
that public sector
organisations can
anticipate and prevent
mm potential harms by
ng a culture of
por:mlc innovation
and by putting in place
governance processes
that support the design
and implementation of
ethical, fair, and safe Al
systems.

The guidance is relevant to
one involved in the
design, production, and
deployment

experts, delivery managers
and departmental leads
Our aim -- and hope - in
writing the guide is to
encourage civil servants
interested in conducting Al
projects to make
considerations of Al ethics
and safety a first priority

Ethics Theme Lead, and Ethics Fellow,

The Alan Turing Institute

Organisations
can anticipate and

prevent potential harms by /

ol e _ stewarding a culture of
=k ’ responsible innovation and by = =
X putting in place governance .
processes that support the ; ._:ﬁ

design and implementation of
ethical, fair, and safe Al
systems < \

DHE ﬂU[SB
No Rights

Read the Understanding artificial
intelligence ethics and safety
guide at turing.ac.uk




http://www.aiai.ed.ac.uk/~ai/resources/




